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Surveillance is increasing control over bodies of individuals, and the framework of data as a resource is 

facilitating this control, as illustrated here through the case of COVID-19 in India. Data governance 

frameworks view data as a disembodied resource, erasing its connections with people's bodies and 

making surveillance seem innocuous. A feminist bodies-as-data approach enables embodied harms of 

surveillance to be pinpointed, and recommendations to be made to alleviate them. Drawing upon 

research of lived experiences of marginalised communities whose voices are often left out in data 

protection discourse, this policy brief proposes recommendations preserving not just data privacy, but 

bodily integrity, autonomy, and dignity of individuals.

On the one hand, data has played a key role in 
providing statistical insights into the COVID-
19 pandemic in India, such as reporting the 
number of cases to mobilise public health 
resources and enabling communications. On 
the other hand, data has enabled surveillance 
when in the hands of powerful family 
members, communities, and the state. Various 
surveillance measures have been put into 
place to contain disease spread such as 
contact tracing, geofencing and door-to-door 
surveillance apps, drone patrolling, tracking 
mobile data of people, and requiring 
mandatory digital forms of identification to 
access essential services and rights. While 
surveillance is commonly carried out during 
health epidemics, its nature determines how it 
is experienced by people. The data-as-
resource framework that is dominantly used 
within data governance policies 
conceptualises data as a disembodied asset, 
the worth of which depends on human ability 
to extract it, opening it up to possibilities of 
human exploitation. When surveillance is 
carried out within such a framework, this 
research shows that it is experienced as 
control over not just the data, but also the 
bodies of individuals. Instead, we propose a 
feminist approach that accounts for the 
interconnections between people's bodies and 
their data and helps us pinpoint specific 
embodied harms that arise from violations of 
data.

Main arguments

Ÿ As discussed above, departing from the 
dominant data-as-resource approach, a 
feminist embodied approach highlights 
power relations and social contexts that 

surveillance occurs within. This brings to 
light specific harms of surveillance during 
COVID-19. While the understanding of 
these harms may be different in each case, 
what is common is that putting bodies back 
into the picture makes embodied harms 
visible.

Ÿ First, surveillance reproduces inequalities 
within homes, communities, and through 
the state.
   - Within homes, access to data (mobile 

phones, Internet) is controlled by 
powerful family members through 
surveillance. This results in an inability to 
report domestic violence for women and 
impacts sex workers' ability to earn 
livelihoods from home.

- For  some marginalised communities, 
inequalities lead to stigmatisation during 
COVID-19, promoting surveillance of 
their bodies through data. This happens 
through information collected about 
them by state apps and digital 
disinformation campaigns targeting 
them. Since data is viewed as a truth-
teller, surveillance legitimises prejudices 
about them, preventing them from 
accessing physical spaces, sometimes 
extending to violence.
State-  surveillance exacerbates 
inequalities within homes and 
communities. The state's geofencing and 
home quarantine apps extend its 
surveillant gaze into the home.¹ Some 
apps encourage communities to report 
each other for violating state orders, 
legitimising surveillance of marginalised 
communities by dominant communities 
who are more likely to have access to 
such apps, and furthering inequalities 
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between them.

Ÿ Second, surveillance during COVID-19 
results in mobility restrictions in public 
spaces. While this may curb disease 
spread, it is being implemented through 
criminalisation without understanding 
social contexts. Drones and mobile location 
tracking are used to discipline physical 
bodies to stay at home without an official 
being present. However, people do 
sometimes need to step out of their homes, 
for example for emergencies, especially 
during a health pandemic. In such cases, 
people have reported hiding to avoid being 
caught by drones, and leaving their phones 
behind to physically sever the connection 
between bodies and their data and to, thus, 
avoid being tracked through their data.

Ÿ Third, measures to facilitate access to 
essential services and rights which may not 
be intended as surveillance, have the effect 
of surveillance by imposing social control 
through data. Aadhaar and Aarogya Setu 
are mandatory digital requirements and 
identity proofs which collect data about 
individuals and profile them into categories 
that often don't reflect their physical 
realities. Yet, these digital identities are 
given precedence over corporeal identities, 
and these inflexible categories hamper 
people's autonomy to make decisions 
about their lives, becoming a form of 
control. This results in their exclusion from 
accessing state services and rights such as 
healthcare, employment, pension, ration, 
and travel.

Ÿ If epidemiological surveillance is required 
to control the pandemic, it should ensure 
that the  bodies and rights of people are 
protected. While data is helpful in providing 
insights on safety, it cannot itself keep 
people safe. Individuals and communities 
are resisting surveillance during COVID-19, 
but on a structural level, there are 
limitations to resistance when surveillance 
takes unprecedented datafied forms. We 
must incorporate feminist ethics of care 
and build mutual trust between the state 
and communities to prevent structural 
harms pointed out here. 

Policy recommendations

responding1.  Policies   to COVID-19 that 
aim to protect personal data and data 
privacy must be broadened to respond to 
the embodied harms pointed out here, to 
ensure that individuals retain control 
over not just their data, but also their 

datafied bodies.

2.  Access to mobile phones and the Internet 
is often restricted for women within the 
home. Thus state helplines and WhatsApp 
numbers² for domestic violence survivors 
during COVID-19 aren't accessible to many 
women. Accessible non-technological 
alternatives should  be made available to 
women to report domestic violence.

3.  Digital disinformation relies on taking data 
out of its original context to target 
marginalised communities. Even if this 
data may not be collected to exercise 
control, the bodies of those targeted are 
harmed in material ways.³ This is because 
data exists within social contexts that are 
already prejudiced against them, and 
disinformation fuels these prejudices. 
Social media platforms should 
incorporate fact-checking of posts and 
flag posts that may contain disputed 
claims or may be misleading.

4.  The state has introduced various measures 
to encourage community vigilantism, from 
state apps⁴,⁵ that help communities report 
each other for violating state orders to 
community policing⁶,⁷ with untrained 
community members from dominant 
communities. Community policing cannot 
be carried out within an already 
discriminatory criminal justice system, 
and while these constraints remain, 
dominant communities should not be 
given access to data and tools that can 
surveil and harm marginalised 
communities.

5.  The state has released public surveillance 
lists containing personal data (names, 
addresses, phone numbers) of people 
suspected to be in the vicinity of COVID-
19 hotspots which they tracked through 
their mobile location data.⁸ Some people 
on these lists denied being in these 
locations, and expressed high levels of 
trauma and anxiety due to social 
consequences of being publicly (and in 
some cases, wrongly) identified. If 
collected for tracking the spread of 
disease, personal data of people should 
not be made publicly available.

6.  Karnataka's Quarantine  Watch  app 
requires selfies to be shared to verify that 
people are following quarantine orders. 
This extends the state's surveillance gaze 
within the home,⁹ and is especially 
concerning for women and other minorities 
for whom sharing private images with the 



state could lead to slut-shaming, 
voyeurism, and predatory actions. Data 
which may put some groups at risk, and 
that is not strictly necessary to contain 
the spread of the pandemic (such as 
selfies) should not be collected. Data 
collection should also be limited when 
there are other means of inferring the 
same information (such as whether a 
person is following home quarantine 
orders) that do not require the collection 
of intrusive images.

7.  Punjab's Ghar Ghar Nigrani app was made 
mandatory for ASHA workers for door-to-
door surveillance.¹⁰ This research found 
that smartphones and digital training were 
not provided to ASHA workers, and they 
were not financially compensated for the 
extra time invested in learning to use the 
app. Some workers also faced violence by 
people who did not want them to collect 
their data.¹¹ Apps should not be 
mandated for use by ASHA workers, and 
if they are used, workers should be 
provided with smartphones and digital 
training, and should be monetarily 
compensated for the time spent on it.

8.  The  Jharkhand  Corona  Sahayata App 
requires that inter-state migrants register 
with their selfie, bank account details, and 
Aadhaar number.¹² This research finds that 
migrants failed to receive financial support 
through the app due to technical errors 
causing failed registrations. Apps should 
not be made mandatory for people to 
receive money from social protection 
schemes, and accessible non-
technological alternatives should be 
made available to transfer benefits.

9.  The requirement of Aadhaar at hospitals 
for COVID-19 tests and for accessing 
rations and pensions¹³,¹⁴ caused many 
people to lose out on their entitlements 
during the health pandemic; some lost 
their lives.¹⁵ Similarly, the government of 
India's app Aarogya Setu was made 
mandatory for accessing the Indian 
railways, private airlines, and metro travel, 
as well as for central government and 
industry employees.¹⁶ Due to concerns 
around privacy and accessibility, worker 
unions opposed the linking of their 
livelihoods to an app, as this research 
showed. Digital requirements such as 
Aadhaar and Aarogya Setu should not be 
mandatory for accessing essential 
services and rights during COVID-19.

10.  People interviewed for this research 

expressed fear of drones and a lack of 
knowledge about why drones were 
deployed in their localities. “State should 
ensure that the people that are affected 
or may be impacted should be informed 
about the nature, purpose and 
implications of the use of this 
technology.”¹⁷

11.  If surveillance is to benefit people and 
keep them safe, then safety measures, 
and not data collection, should be at the 
heart of surveillance practices. Safety 
measures should include providing safety 
gear to all workers and not criminalising 
violations.

This policy brief is based on research carried 
out for the paper: Radhakrishnan, Radhika. 
(2020). “I took Allah’s name and stepped out”: 
Bodies, Data and Embodied Experiences of 
Surveillance and Control during COVID-19 in 
India. Mumbai, Data Governance Network. 
https://datagovernance.org/report/i-took-
allahs-name-and-stepped-out-bodies-data-
and-embodied-experiences-of-surveillance-
and-control-during-covid-19-in-india
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